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Abstract 

 The goal of this project is to develop a novel method of communication for individuals 

suffering from a wide range of communicative disorders.  Currently, there are no devices on the 

market that are fast, inexpensive, aesthetic, and allow the user to add emotion to their 

communication.  We present work already accomplished, several design alternatives for 

hardware development, and a comparative weighted matrix to match our product design 

specifications.  We chose to pursue a rechargeable compression driver based platform to be 

carried on the hip, or in a pack. 

Background Information 

 Neuromotor dysfunction presents itself in a number of forms, one of the most common 

being cerebral palsy.  This occurs in approximately 1 out of every 500 people and is a result of 

abnormalities in the growth and functioning of the brain1.  This leads to uncontrollable reflex 

movements and moderate to severe muscle tightness.  Cerebral palsy can be caused by head 

trauma after birth, but this is relatively rare.  It is more common for the brain to be affected 

before or during birth.   

Four main types of brain damage contribute to the majority of cerebral palsy cases2.  

The first is periventricular leukomalacia, which is damage to the white matter of the brain.  This 

is usually responsible for transmitting signals throughout the brain and body, but small holes in 

this white matter that form before birth do not allow this to develop properly.  Another cause 

of cerebral palsy is cerebral dysgenesis, or abnormal development of the brain.   During the first 
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20 weeks of development, the fetal brain is very vulnerable.  Any interruption in the growth of 

the brain causes abnormalities that interfere with the transmission of signals.  Mutations in 

genes, infections, fevers, or trauma could contribute to this interruption.  Intracranial 

hemorrhage, or bleeding in the brain, is also a possibility.  If blood flow is blocked by blood clots 

in the placenta, the baby may suffer a stroke, leading to blocked or broken vessels in the brain.  

The final key development malfunction is hypoxic-ischemic encephalopathy, or intrapartum 

asphyxia.  More commonly referred to simply as asphyxia, this is a lack of oxygen in the brain.  

Tissue in the brain, most notably in the cerebral motor cortex, can be destroyed, and this 

causes cerebral palsy.   

Motor functions are affected differently in everyone; some have a slight limp, while 

others are completely wheelchair-bound.  Those with spastic hemiplegia are mostly affected in 

the arms and hands; those with spastic diplegia are more affected in the legs and feet3.  The 

most severe form is spastic quadriplegia, where one has severe stiffness in the limbs, is usually 

completely wheelchair-bound, and has extreme difficulties speaking.  Cerebral palsy is a non-

progressive disorder, meaning the disease will not worsen, but later physiological disabilities 

are very common.  Many of these neurological conditions cause disarthia which impairs a 

person’s ability to speak6. 

 Laryngeal cancer is not as common as cerebral palsy, only affecting about 1 in 22,666 

people.  This is a disease in which malignant cancer cells develop in the tissues of the larynx4.  

Sometimes called the “voice box”, the larynx houses the vocal cords and is found just below the 

pharynx in the neck.  When a person attempts to speak, the vocal cords vibrate as air moves 
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against them, producing sound.  This sound echoes through the person’s mouth and nose to 

create a voice.  The cancer typically develops in the squamous cells, which line the inside of the 

larynx.  To treat the laryngeal cancer, many people choose to have a laryngectomy.  In this 

procedure, the larynx is surgically removed.  Since the vocal cords are located within the larynx, 

these are also removed.  This causes the affected individual to lose all speech capabilities.   

 Finally, speech can be inhibited with a paralyzed diaphragm.  The diaphragm is vital to 

normal respiration.  In normal speech, air is required to be pushed up and out of the body.  The 

diaphragm serves the purpose of pushing this air.  When the diaphragm is paralyzed, the 

individual is not able to produce sufficient air flow to generate normal speech7. 

Existing Devices 

   The devices currently available on the market today consist mostly of touch screen 

tablet PCs or handheld devices. These devices have pre-programmed common phrases and 

keyboards to enter in custom sentences. In order to give the user the ability to speak more 

quickly, the devices usually prompt possibilities for the next letter or word, but typing what 

they want to say is still a laborious task and is frustrating because it is time consuming.  

 One such device is the Tango. It is geared towards children and uses images and icons to 

direct the child to what they want to say. This device, however, is limited only to pre-

programmed phrases. While useful for kids who can’t speak, this device stifles a child’s 

creativity in that they cannot produce their own sentences. It does not allow children to expand 

their vocabulary and limits them to what is programmed into the device.  
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 Another device on the market is the Dasher. This device uses some sort of pointer, 

whether it is a joystick, a mouse type apparatus or a slider, to point out letters to form words.  

The program prompts the user with possible and common letters to follow the first in order to 

speed up the input process. While this is a great interface for someone that cannot use a 

standard keyboard to type, this is still very slow and makes the user less likely to say something 

that would be time consuming. In our client’s experience, people then tend to limit their speech 

and vocabulary to the minimum that is required for what they want to communicate. In this 

way, devices like this limit self-expression in addition to being unable to add inflection or 

emphasis to the words.  

 Another manufacturer, DynaVox, produces touch screen devices that have some pre-

programmed common phrases and a keypad input system. This interface is also slow, 

cumbersome, and lacks the ability to add emotion. While these devices come in small handheld 

versions or full size tablet PC based on the preference of the user, they are still limiting because 

they are slow and users encounter the same frustration as they do with other devices. Users 

pay a lot of money for these expensive devices, and then tend to not use them because they 

are not an efficient means of communication.  

 

Problem Statement 

As a continuing project, our goal is to move the project forward in a direction that will 

help us on the way to get a patent. In a preliminary meeting with WARF, they requested that 

we identify what about our device is patentable. The main goal for this semester is to 
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characterize something about the device that is novel, unique and cannot be designed around 

by any possible competitors.  

Physiology 

The physiology behind speech in a healthy involves the production and modulation of 

sound vibrations produced by the vocal chords.  The vocal chords are vibrated by air forced out 

of the lungs by the diaphragm. As the vocal chords vibrate, the larynx muscle modulated the 

pitch by tightening or relaxing the vocal chords. Many of these structures can be seen in Figure 

1 below. 

 

 

 

 

 

 

 

Figure 1: A diagram of the anatomical structures used in the production of normal speech in a 

healthy individual.  
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The fixed filters of the throat and nasal passage further modulate this sound. The sound is then 

modulated into language by the tongue, lips and facial muscles. The hard palate, soft palate and 

teeth are also important in formation of certain consonant sounds.  

Many of the difficulties people have with speaking stem from the inability to produce 

vibrations across the vocal chords. This could be due to a laryngectomy, paralyzed diaphragm, 

cerebral palsy, as well as other various disorders. Our device seeks to replace the functions of 

the diaphragm, lungs, vocal chords and larynx by generating a column of pressurized vibrations 

that the facial muscles can modify. At least some function of the tongue, lips and facial muscles 

will be required for use. The hard and soft palates, also need to be intact in order to generate 

consonant sounds. 

Design Requirements 

One of the biggest complaints from patients with communicative disorders is that the 

devices out there to help them speak are slow and lack the ability to add emotion to what the 

user wants to express. This delay, between when the user thinks a phrase and when they are 

able to actually communicate, can make the user feel unintelligent or that they are being 

perceived as unintelligent. It can also leave them out of a conversation since they cannot 

produce language within the normal pause of a conversation. In addition, they are unable to 

add emphasis or inflection to what they want to say. These are the issues that our client, Dr. 

Lawrence Kaplan, has asked us to address. Every day he encounters patients that are frustrated 

with the means of communication to which they are limited. Many of his patients give up trying 

to speak and let others do it for them. Our client is looking to break away from the conventional 
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communicative devices that are on the market today. He would like us to come up with 

something new that allows the user to have more spontaneity when they speak, as well as the 

ability to demonstrate emotions such as irritation or excitement when they communicate. By 

doing this, we can hopefully “bridge the gap” for people with communicative disorders and 

help them to communicate in a way that feels more natural and comfortable. 

The main feature that our client is looking for in the device is that it be phonetics-based 

instead of text-based. With sounds at their disposal instead of words, people have a wider 

variety of things they can say. They can put more personalization into their speech and 

incorporate slang. Working from this idea, we hope to make the device fast and intuitive so that 

the user feels that they are better able to express themselves, as well as feeling more apart of 

conversation.  

Previous Work 

This project began two semesters ago with the establishment of the principle behind 

our current design. We used musical hardware in order to generate a “proof of premise” 

prototype in order to test the principal behind the idea. The hardware used included a 

Kaossilator as an input source and a talkbox as a mechanical sound source.  

The premise of our idea is that sound can be funneled into the mouth and shaped into 

meaningful language, in the same manner as naturally-produced sound. By using the generated 

sound, the user does not need to produce his/her own sound, which is a problem for individuals 

with certain speaking difficulties.  The device replicates the function of the diaphragm, lungs, 

and vocal chords. It generates the signal, much like the vocal chords, and the signal is pushed to 
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the user’s mouth using the same principles as the diaphragm and lungs. One stipulation, 

however, is that the user must have control over his/her facial muscles so that he/she has the 

ability to shape the sound into understandable language.  

The device works by taking an electronic input signal and converting it to mechanical 

sound. For our prototype (Figure 1), the input came from the Kaossilator, using a setting which 

produced digitized vowel sounds. This input was converted by a compression driver in the 

talkbox to mechanical sound and funneled into the mouth by a vinyl tube. This sound was then 

shaped into language as the facial muscles modulated the frequencies generated by the 

talkbox.  

 Last semester, the prototype was miniaturized using our own custom components 

(Figure 2).  Our final design consisted of two parts: an amplification system and a compression 

driver.  First, we input the human sound into the filter. This human sound was a pre-recorded 

sound with a continuous ‘aa’ syllable, played through an iPod. The sound source produced low 

amplitude signals which were attenuated when passed through the tube of the compression 

driver. Also, with a low voltage it was not possible to achieve resonant frequencies to occur at 

medium range frequencies. Hence we first tested the compression driver for different voltages 

and frequencies in order to produce a reasonable output. While testing we found that there is 

need of at least a gain of 15 to produce an audible sound.   



11 
 

 In our search for an amplifier, we looked for something that would give us a reasonable 

gain, have a good heat sink, and would not produce too much noise. Professor Mark Allie of 

Electrical Engineering works with acoustics. When we consulted him regarding the amplifier he 

provided us with one which was quite compatible with our compression driver. It had a gain of 

21 with a reasonable heat sink.  

 

 

After testing for different voltage and frequencies, the sound files were saved in an 

iPod, and this was then fed into the amplifier through headphones. The amplifier was powered 

using two 6 V batteries which provided a +/- 12 V power supply with ground connection. The 

set up took about 8 mA of current to run smoothly.  The amplified signal was fed into the 

compression driver which sent high pressure sounds through the tube into the user’s mouth. 

These sounds were then converted into words via lip sync. This concept is very similar to the 

way humans produce sound. In order to speak using this device, one only needs to use his/her 

facial muscles. The rest is done by our device. 

Figure 2.  Our design two semesters ago was made up of musical parts.  Last semester, our own custom 

components amplified the signal and pushed it through a tube into the user’s mouth for modification. 
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 Work also needs to be done on the compression driver.  While our current compression 

driver is relatively small, it is necessary to go smaller in order to continue the miniaturization 

process.  We also need to develop a method of securing the connection between the driver and 

tube.  The loose fit right now allows some air to leak out, decreasing the pressure in the tube 

and ultimately decreasing the sound that reaches the user’s mouth.  A secure connection would 

maximize the signal that enters the tube.  Finally, we need to settle on a sound source which 

will provide the most natural and realistic speech. 

Testing of the device showed that the understandability of the speech was best when 

the tube was placed about a centimeter in the mouth. This way the teeth could be used to 

occlude the sounds and create consonant sounds. It was found that the tube diameter did not 

affect the sound quality for the testing that we performed. We determined that a small tube 

would be best for the future design.  

Inflection and emotion were also important factors in proving the principal of our idea. 

We tested the ability of others to understand whether the expression was a statement, 

exclamation or question, It was determined that the average rate of understandability was 

91.11%, on the second iteration of the expression. This result can be seen in Figure 3. 
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The previous work on this project has laid the groundwork for the direction we will take 

this semester. We hope to integrate the hardware into a small, more compact device that is 

easy and comfortable for the user.  

Problems Faced 

 A number of problems exist with the designs we have completed in previous semesters.  

The first relates to the power supply.  We have already theoretically determined that the 

battery life should be sufficient for the user of our device.  However, it is still necessary to 

confirm this fact.  We also need to create a convenient method of recharging the device 

without taking it apart to replace the batteries.  In addition, we have met with the Wisconsin 

Alumni Research Foundation (WARF) to begin the patent process.  This has a different set of 

guidelines of which we need to remain conscious.  It is important to develop a novel aspect of 

our device.  While the idea is certainly novel, the physical components are not necessarily.  The 

provisional patent on the device ends in July, so we must prove novelty by then. 

Final Design 

 Currently, our prototype consists of a sound source that is fed into an amplifier. The 

amplified sound is fed into the compression driver and driven at high pressure through the tube 

Figure 3.  The inflection was understood 91.11% of the time on the 

second iteration of the expression. 
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into user’s mouth. The high pressure sound enables the sound to be modified by the mouth 

acting as a filter. 

 

Figure 4. Block Diagram of Device 

The sound source that is fed into amplifier should have a frequency of 800 HZ to 2 KHz in order 

to get recognizable speech at the output. The human speech is in the range 300 Hz to 3 KHz. So 

our tested data works well within the range.  

The amplifier used was custom designed by Prof Mark Allie at the Electrical Engineering 

department. It uses the chip, LM 1875, a power amplifier designed for a gain of 21. The chip is 

attached with a heat sink. The chip continuously uses current even when not in use. Thus it gets 

warm because of this. The function of heat sink is to keep the chip cool.  

The output current at the amplifier was found to be 1.3 mA.  At this current, the volume of the 

sound coming out of the compression driver is loud enough and need not be associated with a 

microphone.   

The compression driver used has a rated power of 150 W and a resistance of 8 Ω. This 

resistance is well matched with the amplifiers resistance in order to ensure maximum delivery 

of power.  
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In order to power our amplifier, two 9 V batteries are used, connected in series. Theoretically, 

these batteries should last for at least 11 days of continuous usage.  However, we have not 

tested this data yet.  

We are now planning to miniaturize the amplifier further by using a class D amplifier chip. This 

chip uses the switching mode of the transistors. This ensures power regulations and helps 

overcome the need of heat sink. This makes the amplifier very light, small and efficient. 

Moreover, the input sound provided at the input is the sound heard at the output. Thus it is 

possible to get rid of the electronic part of our speech device and make it sound more human 

like.  For this purpose; however, we need to do a lot of testing. 

Future Work 

 As stated previously, the work we’re doing this semester aims to find a novel, 

patentable aspect of this device.  In that regard there are two major paths that we feel may 

lead to a novel data.  The first thing we plan to do is characterize the quality of speech 

produced by a person and compare that to the quality of sound coming out of the device being 

used by that same person.  To accomplish this we plan to use a LabVIEW script that will take 

input from a microphone and Fast Fourier Transform9-13 the signal to give a frequency spectrum 

of the sound output.  Hopefully through this analysis we will be able to distinguish between 

hard consonant sounds like D and P, and M and N.  If this does not lead to a novel 

development, then our second avenue of approach is to characterize the sound quality as 

provided by different tube diameter and position in the mouth.  We hypothesize that small 

tubes will be subject to clogging with saliva, and large tubes will be unwieldy and difficult to 
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use.  Our preliminary testing has shown that the distance the tube is placed into the mouth also 

makes a difference in the quality and ease of speech.   

 We have calculated that using two 9V batteries the device should last for almost 11 days 

of constant use.  This is an acceptable amount of time before power loss, but disassembling the 

device to replace batteries every 11 days would be inconvenient so we intend to install 

rechargeable batteries with a battery level indicator LED so the device can simply be plugged in 

when the battery is low.  We have also ordered a class D amplifier from Texas Instruments (part 

number TPA2011D1YFFR) so that we may decrease heat production in the device and have a 

smaller overall device to increase user convenience.  The last thing we plan to do is develop and 

Android/iPhone application for interface with the device so that we have a universally 

accessible quality human voice input.  This will help integrate the device into common use, as 

well as make it low-cost.  With the July patent deadline, the patentable aspects of this project 

must be completed and characterized by then. 

Limitations  

Since the user is required to lip sync in order to effectively use this device,  

damaged facial muscles and nerves that are involved in speech would inhibit the user from 

using our device. 

The orbicularis oris muscle which surrounds the lip area is the main muscle involved in 

speech.  Any damage to that muscle would prevent the user from using the device. Damage to 

other muscles like the buccinator and zygomaticus major could also limit one from effectively 
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using this device. However, some words could still be produced in spite of damage to these two 

muscles. 

Out of the 12 cranial nerves that are present in a human, the hypoglossal nerve is 

involved in articulation of speech and innervates the muscles associated with it. Hence, any 

damage to it could also prevent the user from using the device.  
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